Smart inverse design of graphene-based photonic metamaterials by an adaptive artificial neural network†
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The burgeoning research of graphene and other 2D materials enables many unprecedented metamaterials and metadevices for applications on nanophotonics. The design of on-demand graphene-based metamaterials often calls for the solution of a complex inverse problem within a small sampling space, which highly depends on the rich experiences from researchers of nanophotonics. Conventional optimization algorithms could be used for this inverse design, but they converge to local optimal solutions and take significant computational costs with increased nanostructure parameters. Here, we establish a deep learning method based on an adaptive batch-normalized neural network, aiming to implement smart and rapid inverse design for graphene-based metamaterials with on-demand optical responses. This method allows a quick converging speed with high precision and low computational consumption. As typical complex proof-of-concept examples, the optical metamaterials consisting of graphene/dielectric alternating multilayers are chosen to demonstrate the validity of our design paradigm. Our method demonstrates a high prediction accuracy of over 95% after very few training epochs. A universal programming package is developed to achieve the design goals of graphene-based metamaterials with low absorption and near unity absorption, respectively. Our work may find important design applications in the field of nanoscale photonics based on graphene and other 2D materials.

Introduction

The rise of graphene and other 2D materials has brought about many new opportunities for the novel optical design of metamaterials and metadevices, and boosted the development of advanced optics from nano-optics to angstrom-optics.1–4 Due to the exceptional electrical and optical properties of 2D materials, their metamaterials with extraordinary performance can be developed in many fields of optics, including photodetection, photovoltaics, electro-optic modulation, optical sensing and light absorption.5–9 The design of photonic metamaterials using 2D materials relies on various application requirements, and implicates solving complex inverse problems by numerous electromagnetic simulations, which usually requires rich experiences and dedicated efforts from experts in optical engineering.10–12 This is usually time-consuming and limited by a small library of known optical structures and devices for the optics of 2D materials. In order to mitigate such a barrier, some conventional optimization algorithms may be adopted, such as genetic algorithm, particle swarm, convex optimization, topology optimization and variational Born iterative method.13–17 Nevertheless, these algorithms often converge to the local optimal solutions, and take significant computational costs with increased multiple nanostructure parameters. Therefore, a more efficient scheme is still in demand for the metamaterial design based on 2D materials.18

Very recently, the algorithm of deep learning has shown promising potential in solving inverse design problems of nanophotonics with higher efficiency and accuracy. On-demand design by deep learning has been used in many conventional structures of nanophotonics, such as multilayer nanoparticles, multilayer films, metamaterials, metasurfaces, plasmonic nanostructures.19–23 Compared with the wide applications of deep learning in video and audio recognition, the sampling space for the design of nanophotonics is relatively smaller with a limited number of samples. Up to now, despite the significance of 2D materials in advanced optics, the use of deep learning for their metamaterial design is barely reported.
On the other hand, the up-to-date technique of batch normalization (BN) is a milestone in the development of deep learning, which has sped up the convergence rate of many neural networks and achieved higher prediction accuracy for many scientific and engineering inverse problems, but it is still not applied in the inverse design of nanophotonics. This technique uses the additional BN layers in the conventional artificial neural network, in order to obtain some statistics features for each batch. Although these features might have a certain degree of errors, classical deep learning paradigms such as the recognition of images, videos and audios) could adopt a huge sampling space to average these errors and approach a feasible descent direction. Nevertheless, in many cases with small sampling spaces, such as the inverse design of nanophotonics, the errors would lead to wrong calculation directions. In many circumstances, the predicted results might be even worse than those obtained by the conventional artificial neural network. Thus, the error criterion of BN might increase for the small sampling space in the design of nanophotonics with an inadequate batch statistics estimation, which would hinder the usage of BN in this field. Due to this fact, the sophisticated BN approach of deep learning has not been adopted in the previous reports for the structure design of nanophotonics. For this reason, an improved method with BN that can find and learn more features from a small sampling space is quite in demand, in order to solve the design problems of nanophotonics.

Here, we propose a simple yet effective algorithm, called adaptive BN, which improve both the convergence rate and the prediction accuracy for the inverse optical design of metamaterials based on graphene. In our approach, the on-demand spectrum is input and processed by an adaptive normalized neural network, in order to output the corresponding metamaterial based on 2D materials. As typical complex proof-of-concept examples, the inverse optical design for graphene/Si$_3$N$_4$ multilayer metamaterial is evaluated, and shows higher concept examples, the inverse optical design for graphene/Si$_3$N$_4$ multilayer metamaterial. As typical complex proof-of-concept examples, the inverse optical design for graphene/Si$_3$N$_4$ multilayer metamaterial is evaluated, and shows higher conceptual example of graphene to illustrate the complexity in training deep neural network of inverse optical design for metamaterials based on 2D materials. As shown in Fig. 1, we investigate a thin film metamaterial consisting of alternating layers of graphene and Si$_3$N$_4$, and the excitation light is introduced through a hemispheric prism with an incidence angle $\theta$ and a certain polarization (e.g. s- or p-polarizations). The purpose of the inverse optical design for this multilayer film is to generate a target absorbance spectrum (e.g. perfect light absorption at a certain central wavelength), and the design space is the thickness of each Si$_3$N$_4$ layer. The multilayer structure has $m$ alternating layers of graphene and Si$_3$N$_4$ with an infinite width, and can be described by an array of $T = [t_1, t_2, ..., t_m]$, where $t_h$ denotes the thickness of the $h$th layer from the bottom up. All the dielectric optical thicknesses are limited at the subwavelength range in the visible and near infrared region.

The characteristic matrix method is used to generate training instances, where we calculate the optical response spectrum for a graphene/Si$_3$N$_4$ multilayer nanostructure with the randomly generated thickness for each Si$_3$N$_4$ layer. We focus on investigating the optical properties of monolayer graphene from ultraviolet to near-infrared, which can be described by its dispersive optical conductivity in combination with the Fano model and the Kubo formalism as shown below.

$$\sigma_{\text{Fano}}(\lambda) = \frac{\sigma_{\text{CB}}(\lambda) \cdot (\epsilon - 1)^2}{1 + \epsilon^2},$$  \hspace{1cm} (1)

$$\sigma_{\text{Kubo}}(\lambda, \mu_c, \Gamma, T) = \sigma_{\text{intra}} + \sigma_{\text{inter}},$$

$$\sigma_{\text{intra}} = \frac{j e^2 \lambda}{2 \pi \hbar^2 (\pi c - j \Gamma \lambda)} \int_0^{\infty} \xi \left( \frac{\partial f_{\lambda}(\xi, \mu_c, T)}{\partial \xi} - \frac{\partial f_{\lambda}(-\xi, \mu_c, T)}{\partial \xi} \right) d\xi,$$

$$\sigma_{\text{inter}} = -\frac{2 je^2 (\pi c - j \Gamma \lambda)}{\pi \hbar^2} \int_0^{\infty} f_{\lambda}(\xi, \mu_c, T) - f_{\lambda}(-\xi, \mu_c, T) \frac{4(\pi c - j \Gamma \lambda)^2 / \lambda^2 - 4(\xi / \hbar)^2}{4(\pi c - j \Gamma \lambda)^2 / \lambda^2 - 4(\xi / \hbar)^2} d\xi,$$

$$f_{\lambda}(\xi, \mu_c, T) = \left( e^{(\xi - \mu_c)/k_B T} + 1 \right)^{-1}$$  \hspace{1cm} (2)

In above equations, $\lambda$, $\hbar$ and $c$ are the free space wavelength, Planck constant and speed of light in vacuum, respectively; $\hbar$, $e$ and $k_B$ denote the reduced Planck constant, electron charge and Boltzmann constant, respectively; $\Gamma$, $\xi$ and $\mu_c$ represent Kelvin temperature, electron energy and chemical potential, respectively; $\epsilon$ is the normalized energy by width $\Gamma_r = 0.78$ eV relative to the resonance energy $E_r = 5.02$ eV of the perturbed exciton, and $\sigma_{\text{CB}}(\lambda)$ is the continuum background for the Fano model; $\sigma_{\text{intra}}$ and $\sigma_{\text{inter}}$ represent the optical conductivity contributions from the intraband and interband transitions for the Kubo formalism, $f_{\lambda}(\xi, \mu_c, T)$ is the Fermi–Dirac distribution.

**Methodology**

In order to demonstrate the capability of the designated deep learning method, we use a specific example of graphene to illustrate the complexity in training deep neural network of inverse optical design for metamaterials based on 2D materials. As shown in Fig. 1, we investigate a thin film metamaterial consisting of alternating layers of graphene and Si$_3$N$_4$, and the excitation light is introduced through a hemispheric prism with an incident angle $\theta$ and a certain polarization (e.g. s- or p-polarizations). The purpose of the inverse optical design for this multilayer film is to generate a target absorbance spectrum (e.g. perfect light absorption at a certain central wavelength), and the design space is the thickness of each Si$_3$N$_4$ layer. The multilayer structure has $m$ alternating layers of graphene and Si$_3$N$_4$ with an infinite width, and can be described by an array of $T = [t_1, t_2, ..., t_m]$, where $t_h$ denotes the thickness of the $h$th layer from the bottom up. All the dielectric optical thicknesses are limited at the subwavelength range in the visible and near infrared region.

The characteristic matrix method is used to generate training instances, where we calculate the optical response spectrum for a graphene/Si$_3$N$_4$ multilayer nanostructure with the randomly generated thickness for each Si$_3$N$_4$ layer. We focus on investigating the optical properties of monolayer graphene from ultraviolet to near-infrared, which can be described by its dispersive optical conductivity in combination with the Fano model and the Kubo formalism as shown below.
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In above equations, $\lambda$, $\hbar$ and $c$ are the free space wavelength, Planck constant and speed of light in vacuum, respectively; $\hbar$, $e$ and $k_B$ denote the reduced Planck constant, electron charge and Boltzmann constant, respectively; $\Gamma$, $\xi$ and $\mu_c$ represent Kelvin temperature, electron energy and chemical potential, respectively; $\epsilon$ is the normalized energy by width $\Gamma_r = 0.78$ eV relative to the resonance energy $E_r = 5.02$ eV of the perturbed exciton, and $\sigma_{\text{CB}}(\lambda)$ is the continuum background for the Fano model; $\sigma_{\text{intra}}$ and $\sigma_{\text{inter}}$ represent the optical conductivity contributions from the intraband and interband transitions for the Kubo formalism, $f_{\lambda}(\xi, \mu_c, T)$ is the Fermi–Dirac distribution.
function, and $r$ is scattering rate and is taken as $16.67$ ps$^{-1}$.$^{27}$ We take $T = 300$ K and $\mu_e = 0.3$ eV for the next calculation. In the characteristic matrix method, the monolayer graphene layer can be also considered as a lossy dielectric material with a thickness of 0.35 nm and an effective complex refractive index,$^{28}$ and Si$_3$N$_4$ layers and the hemispheric prism are assumed to have the refractive index of 2.0 and 1.46, respectively. The characteristic matrix for the $h$th layer is represented as below,

$$M_h = \begin{bmatrix} \cos \delta_h & \frac{1}{\eta_h} \sin \delta_h \\ \eta_h \sin \delta_h & \cos \delta_h \end{bmatrix} \tag{3}$$

where $\delta_h = 2\pi N_d d_0 \cos \theta_0 \lambda$ is the phase factor of the positive-going light wave in the $h$th layer, and $\eta_h$, $N_h$, $d_h$ and $\delta_h$ represent the tilted optical admittance, complex refractive index, thickness and light angle in the $h$th layer, respectively. The optical response can be calculated through the optical admittance, complex refractive index, thickness and light angle in the $h$th layer, respectively. The optical response can be expressed as below:

$$R = \left( \frac{\eta_R - C}{\eta_R + C} \right) \frac{\eta_R - C}{\eta_R + C}, \tag{5}$$

$$T = \frac{4\eta_R \Re(\eta_a)}{(\eta_R + C)(\eta_R + C)}, \tag{6}$$

$$A = \frac{4\eta_R \Re(BC^* - \eta_a)}{(\eta_R + C)(\eta_R + C)} \tag{7}$$

where $\eta_0$ and $\eta_a$ denote the optical admittance of the hemispheric prism and the air, respectively. The number of instances of the optical response typically ranges from thousands to hundreds of thousands.

In view of a standard deep neural network for this inverse problem, we define the training data $D = \{(O_i, Y_i), i = 1, 2, ..., M\}$, where each $O_i$ and $Y_i$ represents a specific optical spectrum and the thickness parameters of the multilayer structure. The neural network is described by a function $f(O_i, Y_i; \Theta)$ parameterized by $\Theta$, which is expected to fit the training data well and have good generalization for the test data. As shown in Fig. 2(a), the network contains an input layer, a series of hidden layers (typically four to seven hidden layers for this case) and an output layer. In the network, $L$ denotes the total number of hidden layers; for the $h$th hidden layer, $l \in \{1, 2, ..., L\}$ and $N_l$ is the number of neurons in this layer. The transformation between adjacent layers includes a linear mapping $Z' = (W^l)^T H^{l-1} + B^l$ with the weight parameter $W^l \in \mathbb{R}^{N_{l-1} \times N_l}$ and the bias parameter $B^l \in \mathbb{R}^{N_l}$, followed by a neuron-wise nonlinearity activation function $H^l = \Theta(Z')$.$^{29}$ The algorithm of stochastic gradient descent is adopted to train the neural network.$^{30}$

**Algorithm 1 Adaptive batch normalization algorithm**

**Input**: Activation $h_i$ for each neuron in a minibatch $B$ (the number of neurons in $B$ is $m_B$); batch normalization parameters $\gamma$, $\delta$; adaptive parameters $\alpha$, $\beta$.

**Output**: New activation $\hat{h}_i$ for each neuron.

$$\mu_B = \frac{1}{m_B} \sum_{i=1}^{m_B} h_i \quad // \text{mean}$$

$$\sigma_B = \sqrt{\frac{1}{m_B} \sum_{i=1}^{m_B} (h_i - \mu_B)^2} \quad // \text{variance}$$

$$z_i = \frac{h_i - \mu_B}{\sigma_B} \quad // \text{normalization}$$

$$\hat{h}_i \leftarrow \alpha h_i + \beta (\gamma z_i + \delta) \quad // \text{adaptive activation}$$

In the algorithm of adaptive BN, $\gamma$ and $\delta$ are parameters of batch normalization, and $\alpha$ and $\beta$ are adaptive parameters.
learned from back propagation.\textsuperscript{31,32} This algorithm can be assumed as an adaptive combination of the standard batch normalization and identity mapping. To reduce the total error at the output layer, the back propagation algorithm would automatically acquire the gradient of $\alpha$ and $\beta$. In the training process, $\alpha$ and $\beta$ play critical roles for the self-adaptation, a bigger value of $\beta$ means that BN provides more contributions to reduce the error, and a bigger value of $\alpha$ implies that identity mapping provides more contributions. The detailed algorithm for adaptive BN is shown in Algorithm 1.

Results and discussion

The purpose of training the artificial neural network is to construct the graphene-based photonic metamaterial corresponding to the on-demand optical response spectrum. Initially, we adopt 50 000 spectral training samples for each incident angle, which are calculated by the characteristic matrix method for the specific layer thicknesses. Each sample represents the optical spectrum with 256 step points from $o_1$ to $o_{256}$ in the wavelength range from 240 nm to 2000 nm. \textsuperscript{10} 10 layer thicknesses from $y_1$ to $y_{10}$ are investigated for the multilayer nanostructure. \textsuperscript{1000} additional samples are generated as the testing set, and they have random thicknesses, which are different from the training set. In order to characterize the per-

![Fig. 3 Learning curves for the artificial neural network without BN, with standard BN and with adaptive BN, respectively. (a) $\theta = 0^\circ$. (b) $\theta = 30^\circ$. The prediction error at each epoch is the average for 1000 testing samples.](image)

![Fig. 4 Example test results for the inverse design by using the artificial neural network without BN, with standard BN and with adaptive BN, respectively. Target optical responses for various incident angles under s-polarized light excitation: (a)–(c) transmittance spectra and (d)–(f) absorbance spectra. The target responses are obtained by the characteristic matrix method with the precise geometry of the metamaterial structures.](image)
formance of the networks, we define the relative spectral error on the testing sets as shown below,

\[
\text{Relative Spectral Error} = \sqrt{\frac{\sum_{i=1}^{n} (o_i - p_i)^2}{\sum_{i=1}^{n} o_i^2}}
\]  
(8)

where \(o_i\) is the discretized value for the target spectrum and \(p_i\) is the corresponding spectral value predicted. For each sample in the testing set, eqn (8) evaluates the error between the prediction of the neural network and the authentic spectrum from the characteristic matrix method. The total prediction error is the average of error in each testing samples. We use eqn (8) to compare the trained models and the predicting results from three different algorithms.

As shown in Fig. 3(a) and (b), the prediction error barely drops after 90 and 110 epochs for the trainings at \(\theta = 0^\circ\) and \(\theta = 30^\circ\), respectively. These results demonstrate that the prediction error for the neural network with standard BN barely drops, indicating its poor performance in designing the thin film structure for the input optical spectrum. Both the neural networks without BN and with adaptive BN have very rapid decreasing of prediction error for test instances, but the error criterions are much higher for the conventional neural network without BN. It is worth mentioning that the method with adaptive BN can reach a very low prediction error (less than 5%) within 100 epochs, which implies very good performance in the optical inverse design for 2D materials.

In order to further demonstrate the advantages of the proposed method, we compare the example test results for the inverse design by using the artificial neural network without BN, with standard BN and with adaptive BN, respectively. As shown in Fig. 4, the networks with the standard BN for various incident angles bring about significant deviations of spectra (for both transmittance and absorbance) on the predicted nanostructures, which lead to ineffective inverse design and much worse prediction results compared with the conventional artificial neural network without BN. The predicted transmittance in Fig. 4(a) is even totally incorrect for the case of normal incidence. The serious prediction errors could be attributed to the small sampling space with an inadequate batch statistics estimation. In contrast, when the adaptive parameters \(\alpha\) and \(\beta\) for BN are introduced, the effectiveness and accuracy of inverse design are dramatically improved for both transmittance and absorbance spectra at various incident angles, as shown in Fig. 4. There are 6 testing samples in Fig. 4 with different types of spectra and incident angles. Table 1 lists the relative spectral error of these samples by comparing the use of three methods. As shown in Table 1, the use of adaptive BN demonstrates much more precise prediction with the maximum deviation less than 3.2% versus the artificial neural networks without BN and with standard BN.

Finally, we demonstrate two examples of designing metamaterials with graphene to achieve the goals of low absorbance and near-unity absorbance for a specific incidence angle from ultra-violet to near-infrared, as shown in Fig. 5. It is worth mentioning, the optical responses in our work are mainly obtained by the characteristic matrix method, which is a precise and efficient approach for getting spectral samples, and they can be generated by other computational methods. We plot the target absorbance ratios by both the characteristic matrix method and the finite element method as a comparison. These results demonstrate Fig. 5(a) indicates the target spectrum with a low absorbance ratio at normal incidence, which has the peak absorbance of only about 18% around the wavelength of 307 nm and possesses the absorbance no more

<table>
<thead>
<tr>
<th>Spectral type</th>
<th>Incident angle</th>
<th>Without BN</th>
<th>Standard BN</th>
<th>Adaptive BN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmittance</td>
<td>0°</td>
<td>14.7%</td>
<td>90.2%</td>
<td>3.2%</td>
</tr>
<tr>
<td></td>
<td>30°</td>
<td>19.6%</td>
<td>72.4%</td>
<td>0.9%</td>
</tr>
<tr>
<td></td>
<td>60°</td>
<td>14.7%</td>
<td>35.5%</td>
<td>2.2%</td>
</tr>
<tr>
<td>Absorbance</td>
<td>0°</td>
<td>14.1%</td>
<td>62%</td>
<td>1.4%</td>
</tr>
<tr>
<td></td>
<td>30°</td>
<td>13.6%</td>
<td>64.3%</td>
<td>1.1%</td>
</tr>
<tr>
<td></td>
<td>60°</td>
<td>15.4%</td>
<td>70.7%</td>
<td>0.7%</td>
</tr>
</tbody>
</table>

Fig. 5 Optical response for designed nanostructures under s-polarized light excitation. (a) Low absorbance in graphene. (b) Near-unity absorbance in graphene.
than 8% for the wavelengths from 500 nm to 2000 nm. The predicted thickness parameters are 0.35 nm/2.8 nm/0.35 nm/13.6 nm/0.35 nm/28.6 nm/0.35 nm/33.8 nm/0.35 nm/14.5 nm. The designed nanostructure shows very good consistency on the absorbance spectrum with the target spectrum obtained by the characteristic matrix method. Fig. 5(b) shows a structure whose target is near-unity optical absorbance in graphene at a central wavelength of 1268 nm by using the incident angle of 85°. The thickness parameters of this 10-layer nanostructure are 0.35 nm/19.5 nm/0.35 nm/19.5 nm/0.35 nm/19.0 nm/0.35 nm/19.2 nm/0.35 nm/20.3 nm. The designed nanostructure also demonstrates high accuracy on the absorbance consistency with the target spectrum obtained by the characteristic matrix method. These two examples further illuminate the solid effectiveness and high accuracy of adaptive BN in artificial neural network for the inverse optical design based on 2D materials. Our method has been developed as an open-source Python programming package for the deep-learning study and inverse design of nanoscale optics based on graphene and other 2D materials (see the ESI†). The latest package coding information can be also accessed by the website https://github.com/closest-git/MetaLab. This tool kit will dramatically facilitate the optical engineering and application of 2D materials and related devices.

Conclusions

We introduce adaptive batch normalization in the artificial neural network for the inverse optical design of photonic metamaterials with 2D materials. Our method demonstrates extremely high accuracy for the spectral prediction of multilayer nanostructures with graphene monolayers. The approach also effectively addresses the currently inaccessible inverse problem of designing a geometry for a desired optical response spectrum and also significantly speeds up the direct spectrum prediction of such sub-wavelength structures. This approach breaks the ground for the on-demand design of optical response for nanophotonics applications, and can be extended to many other advanced optical devices based on 2D materials.
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